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## Equivalence of conditions for a representation to be spatial

We gave lists of equivalent conditions for a representation of $M_{d}$ to be spatial, and for a representation of $L_{d}$ to be spatial. Some of them involved the notion of a spatial partial isometry, and some didn't. For example:

- A contractive representation of $M_{d}^{p}$ must be spatial.
- If $\rho$ is a representation of $L_{d}$ such that $\left(\rho\left(s_{1}\right) \rho\left(s_{2}\right) \cdots \rho\left(s_{d}\right)\right)$ is a row isometry, then $\rho\left(s_{j}\right)$ is a spatial isometry for all $j$.
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